INTRODUCTION

Three-mode data pertain to measurements related to three entities or “modes”. For example, measurements of a number of objects on a number of variables at several different occasions or conditions, would make up a three-mode data set. Such data frequently occur in fields such as Agriculture, Chemistry, Education, Medicine, and Psychology. Examples also exist in other fields, but may not be common. The objective of any analysis of such data should be to examine the interaction between these three modes simultaneously and interpret results based on the presence or absence of this interaction. In the past, several approaches were employed to analyze such data, but none looked at the interaction between the three modes simultaneously. It was not until after 1980’s that appropriate general methods were available. This paper reviews exploratory as well as confirmatory approaches to the analysis of three-mode data. The most general approach that studies three-way interaction simultaneously, called Tucker3 analysis, is mainly focused on. Two illustrations are also provided and potential for future research is highlighted.
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Three-way data can be classified into two categories: one is data that already exist, for example, mortality rates from 17 cancer sites in 43 different countries over a 9-year period; the other is data from designed experiments such as three-factor factorial. If the experiment is replicated, then the analysis is straightforward. However, problems arise when it is non-replicated, i.e. when it has one observation per cell. The usual three-way analysis of variance (ANOVA) cannot be used directly in this case, as the experimental error is mixed up with the three-factor interaction (if any). Common practice in the past has been to ignore the three-factor interaction and to use it as error. This approach fails in the presence of real three-factor interaction. In a typical three-mode analysis, a three-factor factorial model without three-factor interaction term is fitted to data and the residual from this fitting is decomposed using an appropriate model with the view to separate three-factor interaction from random error.

The analysis of three-mode data is twofold: one is exploratory, where no attempt is made to come to conclusions based on statistical tests of hypotheses; the other is confirmatory, which uses probabilistic ideas and statistical theory.

EXPLORATORY METHODS

Common tools

For exploratory analysis, two methods are commonly used. Both methods are three-way...
generalizations of the principal components analysis (PCA). One is CANDECOMP/ PARAFAC (CP) analysis where CANDECOMP stands for CANonical DECOMposition, a standard multivariate technique and PARAFAC stands for PARAllel FACtor analysis. CANDECOMP and PARAFAC are supposed to employ the same model and same fitting approach, and thus considered as one method, CP. The second is the most general method. It was proposed by Tucker and commonly known as Tucker's three-mode analysis, or simply, Tucker3 analysis. The focus of this review is mainly on Tucker3 analysis.

Let \( \{y_{ijk} ; i = 1, 2, ..., \ell; j = 1, 2, ..., m; k = 1, 2, ..., n\} \) denote a three-way data array, where \( i, j, \) and \( k \) represent the three modes respectively. The array \( \{y_{ijk}\} \) can be thought of as original observations or residuals from fitting a three-factor-interaction-free model to three-way data. In the CP approach, \( Y_p \) is modeled as

\[
Y_p = GC_p (E' \otimes H') + E_g
\]

where \( Y_p \) is an \( \ell \times m \times n \) data array; \( G, H, \) and \( E \) (with elements \( g_{ijr}, h_{jtr}, \) and \( e_{tr} \) respectively) are the component matrices of order \( \ell \times s, m \times t, \) and \( n \times u \); \( C \) is the \( s \times t \times u \) matrix version of the \( s \times t \times u \) core array; \( E_g \) is an \( \ell \times m \times n \) matrix of random errors, and \( \otimes \) stands for the matrix direct product. Two more equivalent expressions of (3) exist and they are

\[
Y_h = HC_h (G' \otimes E') + E_h
\]

and

\[
Y_e = EC_e (H' \otimes G') + E_e
\]

with corresponding definitions. However, one needs to use only (3), (4), or (5) when analyzing three-way data, as the final result is invariant to the version of the model expression.

Tucker's solution and non-uniqueness

In contrast to the fact that CP solution is uniquely determined, a solution obtained by Tucker3 analysis is not unique. Any arbitrary non-singular transformations of all component matrices simultaneously, do not affect the model representation and thus gives another solution. For example, consider model (3) above.

Let \( (\hat{G}, \hat{H}, \hat{E}, \hat{C}_g) \) be a solution such that \( \hat{Y}_g = \hat{G} \hat{C}_g (E' \otimes H') \) gives a good approximation to \( Y_g \). Consider non-singular matrices \( S_{s \times s}, T_{t \times t}, \) and \( U_{u \times u} \). Then, \( (\tilde{G}, \tilde{H}, \tilde{E}, \tilde{C}_g) \) is also a solution, where \( \tilde{G} = GS; \tilde{H} = HT; \tilde{E} = EU \), and \( \tilde{C}_g = S^{-1}C_g ((U')^{-1} \otimes (T')^{-1}) \). This is true, as

\[
(gS)(S^{-1}C_g ((U')^{-1} \otimes (T')^{-1}))((EU)' \otimes (HT)')
\]

which is an extended version of the CP model. In CP model (1) same number of components, \( u \), is used in each mode, where as in model (2) different numbers \( s, t, \) and \( u \) can be used in different modes. Moreover, in CP each component in mode \( G \) is related to precisely one component in mode \( H \) and one in mode \( E \) , where as in Tucker's each component is related to every component of both other modes. Further, the relations between the \( s \) components of mode \( G \), the \( t \) components of mode \( H \), and the \( u \) components of mode \( E \) are captured by the \( s \times t \times u \) "core" array denoted by \( C \). In matrix notation, (2) can be expressed as
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\[ = \hat{G}\hat{C}_g ((U')^{-1}U'\hat{E}' \otimes (T')^{-1}T'\hat{H}') \]
\[ = \hat{G}\hat{C}_g (\hat{E}' \otimes \hat{H}') = \hat{Y}_g . \]

Number of components

One key step in Tucker3 analysis is the determination of the number of components in each mode that give an adequate fit. Timmerman and Kiers\textsuperscript{14} provided a method called DIFFIT. However, since DIFFIT is a systematic approach based on a large number of models with all sensible combinations of number of components, it is found to be time-consuming. An approximate but fast method that compared well with DIFFIT was later proposed by Kiers and der Kinderen\textsuperscript{15} for choosing the number of components. Experience has shown us that \( s = t = u = 1 \) gives adequate fits for most moderate sized data sets where as in many other cases it is usually \( s \leq 2, t \leq 2, \) and \( u \leq 2. \)

General analysis

Once the number of components have been chosen, one can use the software called "3WAY PACK" specifically developed for this purpose by Kroonenberg\textsuperscript{16} for fitting Tucker3 model. The steps of analysis are detailed below:

Consider models (2) and (3) above. In (2), the coefficients \( c_{gpr} \) function as weights for the combination of component of \( G, H, \) and \( E. \) If a particular \( c_{gpr} \) say \( c_{221} \), is zero, then the 2\textsuperscript{nd}, 2\textsuperscript{nd}, and 1\textsuperscript{st} combination of components of \( G, H \) and \( E \) respectively, does not contribute towards the estimation of the data based on the model. For example, assume \( s = 2, t = 2 \) and \( u = 1. \) Then, if \( c_{221} = 0, (g_{31} \otimes h_{12} \otimes e_{11})c_{221} \) does not contribute to the estimation of \( y, \) where

\[
G = (g_{11}, g_{12}, g_{21}, g_{22})
\]
\[
H = (h_{11}, h_{12})
\]
\[
E = (e_{11}, e_{21})
\]

In general, non-singular transformations of the component matrices and corresponding transformation of the core, commonly known as orthogonal rotations, are carried out to obtain a simple structure of the core, \( C, \) to enhance interpretability.\textsuperscript{17} However, rotation of the core to get a simple interpretable structure, may sometimes destroy the simplicity of the component matrices.\textsuperscript{18} Hence, a method called joint orthomax rotation\textsuperscript{19} that sees a compromise between the simplicity of both the core and the component matrices, has been proposed.

In Tucker3 analysis, usually the unrotated solution of model (3) is such that the component matrix \( G \) consists of unit normalized eigenvectors of \( \hat{Y}_g \hat{Y}_g' ; H \) consists of unit normalized eigenvectors of \( \hat{Y}_h \hat{Y}_h' ; \) and \( E \) consists of unit normalized eigenvectors of \( \hat{Y}_e \hat{Y}_e' . \) This unrotated solution is sometimes called the principal axes solution.\textsuperscript{10,5} Interpretation of the results is mainly based on the core array and the component matrices. This can be informal, or formal, depending on the type of analysis used. These will be illustrated later in this paper.

Graphical displays

Kiers\textsuperscript{5} discusses graphical display of three-mode data (i) based on individual modes, and (ii) based on combinations of two modes, commonly known as joint biplots\textsuperscript{20} or joint plots. In case (i), entities of each mode is considered as points in a high-dimensional space with low-dimensional approximations given by Tucker3 or CP solutions. In Tucker3 for example, \( \ell \) rows of \( \hat{Y}_g \) give coordinates for \( \ell \) points in an \( s \)-dimensional subspace of \( \mathbb{R}^n . \) This approximated configuration is displayed by finding a basis of the \( s \)-dimensional subspace as follows:

1. Re-write model (3) as \( \hat{Y}_g = \hat{G}\hat{F}', \) say, where \( \hat{F} = (\hat{E} \otimes \hat{H})\hat{C}' . \)
2. Use the method of approximate biplot\textsuperscript{21,22} as for a two-way matrix.

An ordinary matrix of rank 2 can be exactly represented by a biplot. When the rank is higher than 2, if the matrix can be satisfactorily approximated by a rank 2 matrix, then the biplot of the latter gives an adequate representation of the former. A systematic way to find a rank 2 approximation is through singular value decomposition (SVD).\textsuperscript{21}

For the principal axes solution mentioned in the previous section with \( s = 2, \) \( \hat{F} \) is columnwise orthogonal and when the two columns of \( \hat{F} \) are divided by the square roots of the corresponding eigenvalues of \( \hat{Y}_g \hat{Y}_g' , \) it becomes orthonormal. So, \( \hat{G} \) is rescaled by multiplying the two columns by

\[
\frac{e_{11}}{\sqrt{e_{11}}}, \frac{e_{21}}{\sqrt{e_{21}}}
\]
the square roots of the associated eigenvalues. This rescaled \( \hat{G} \) is said to contain "principal co-ordinates". One can plot these principal co-ordinates in each mode separately, to get an adequate representation of the data matrix.

The above procedure is for Tucker3 model. The same procedure works for \( \mu \)-dimensional CP model by simply replacing \( C_{g}^{t} \) by \( I_{g}^{t} \), where \( I_{g}^{t} \) is the matrix version of \( I \) which has unit elements in positions \((i,i,i), i = 1,2,\ldots,u\), and zeros elsewhere. Kiers discusses ways to display data in CP by means of biplot approach while keeping the "unique axes" feature.

In case (ii), combinations of any two modes are plotted, called joint plots, at each component of the third mode. For example, to plot all combinations of \( G \) and \( E \) mode entities, it suffices to use co-ordinates of \( H \). Joint plots are discussed by Kiers, Murakami and Kroonenberg, and See and Smith. These will be further discussed in the illustration.

A list of references on several other aspects of the three-mode analysis based on exploratory approach, could be found in Kroonenberg's. For example, computational clustering in the absence or presence of missing values and mathematical bibliography deals with direct applications.

**CONFIRMATORY METHODS**

Attempts to test statistical hypotheses in three-way data with one observation per cell are relatively few. Most of these are in the context of designed experiments; three-factor factorial, in particular. The most common model used is Tucker3 for the reasons discussed earlier.

**General model**

Consider the general model for nonadditive three-way data,

\[
x_{ijk} = \mu + \alpha_{i} + \beta_{j} + \gamma_{k} + \rho_{ik} + \phi_{jk} + \pi_{ijk} + \epsilon_{ijk}^{*}
\]

for \( i = 1,2,\ldots,\ell; \ j = 1,2,\ldots,m; \) and \( k = 1,2,\ldots,n, \) where it is assumed that all parameters except the random error term are fixed and subject to usual sum-to-zero restrictions. Subscripts \( i, j, \) and \( k \) represent the three modes, as earlier; and \( \epsilon_{ijk}^{*} \)'s are assumed to be i.i.d. \( N(0, \sigma^{2}) \). Since model (7) is saturated, conventionally it has been assumed that \( \pi_{ijk} = 0 \). Let the residuals from the model with \( \pi_{ijk} = 0 \) be denoted by \( y_{ijk} \). When \( x_{ijk} \)'s and \( y_{ijk} \)'s are presented as \( \ell mn \)-vectors \( x \) and \( y \) respectively, we get

\[
y = E_{0}x
\]

where \( E_{0} = (I_{\ell} - \frac{1}{\ell} J_{\ell}) \otimes (I_{m} - \frac{1}{m} J_{m}) \otimes (I_{n} - \frac{1}{n} J_{n}) \) under the assumptions of model (7). It can be easily seen that \( E_{0} \) is symmetric and idempotent.

**Simulation of residuals**

Now consider Tucker3 model, i.e. model (2) above. Once the number of components, and are determined, one can re-write model (2) as

\[
y = \hat{y} + \varepsilon
\]

for the residuals using \( \ell mn \)-vectors for corresponding parts. This gives \( V(y) = V(\varepsilon) \), but from (8), we get

\[
V(y) = E_{0}V(x)E_{0} = \sigma^{2}E_{0}
\]

since \( E_{0} \) is symmetric and idempotent. Therefore, the \( \ell mn \)-vector of errors, \( \varepsilon \), in (9) is i.i.d. \( N(0, \sigma^{2}E_{0}) \). By taking \( \sigma^{2} = 1 \) without loss of generality, this result can be used to simulate the residual array \( Y \) for three-mode data with known levels \( \ell, m, \) and \( n \).

**Testing for three-way interaction**

Marasinghe and Boik discuss a special case of model (2) with \( s = t = u = 1 \) and review a one-degree-of-freedom score test and a likelihood ratio test for the three-way interaction \( \pi_{ijk} \) and propose a three-degree-of-freedom score test for \( \pi_{ijk} \) as follows:

Under the assumption of \( s = t = u = 1 \), model (2) reduces to

\[
y_{ijk} = c_{g}g_{j}h_{k}e_{k} + \epsilon_{ijk},
\]

where \( \pi_{ijk} \) is modeled as \( c_{g}g_{j}h_{k}e_{k} \) with corresponding vectors \( g, h, \) and \( e \) summing to zero and having unit norm. Maximum likelihood estimates of parameters of model (10) are derived using alternating least squares approach. Marasinghe and Boik proposed a likelihood
ratio test to test for $\pi_{ijk}$ by testing $H_0 : c = 0$. The test is to reject $H_0$ for large values of $\hat{c}^2 / y'y$. Boik provided critical values for this test. Boik and Marasinghe also proposed an approximation to the above test for which $\hat{c}^2$ is easier to compute than in the usual case with alternating least squares algorithm. Marasinghe and Boik also proposed an estimate of $\sigma^2$ in the presence of three-way interaction. However, no mention has been made on how to use it for tests of hypotheses.

Finding sub-areas free of three-way interaction

Suppose the test proposed by Marasinghe and Boik leads to rejection of $H_0 : c = 0$. Then, a question one would raise is whether one can find a sub-area free of three-way interaction in the assumed form. Wickremasinghe and Johnson proposed a likelihood ratio test for testing $H_0 : S_g = 0, T_h = 0, U_e = 0$, where $S_{g^m}, T_{h^m},$ and $U_{e^m}$ are contrast matrices of ranks $q_0(< \ell - 1), r_0(< m - 1)$, and $s_0(< n - 1)$, respectively. If not rejected, the test would help identify a sub-area free of three-way interaction. The test is to reject $H_0$ for small values of $\Lambda = \frac{y'y - \hat{c}^2}{y'y - c^2}$, where $\hat{c}^2$ is the maximum likelihood estimate of $c^2$ as given by Marasinghe and Boik and $\hat{c}^2$ is the square of the largest three-mode singular value of $Y' = (I - S - T - U)y((I - T - T) \otimes (I - U - U))$, where $Y_{exmn}$ is the matrix version of the $\ell mn$-vector $y$. $S^{-}, T^{-},$ and $U^{-}$ denote the Moore-Penrose inverses of the corresponding matrices, respectively. Wickremasinghe provides critical points based on an approximation for the above test for limited cases. Joint plot may be considered as an “exploratory” alternative of the likelihood ratio test approach above. However, this needs to be examined.

ILLUSTRATION

1. Exploratory

Kroonenberg et al. discuss an interesting application of three-mode analysis in the field of Medicine: Usually in large comparative studies

Table 1: Time component of the three-mode analysis

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Component</td>
<td>-.52</td>
<td>-.42</td>
<td>-.27</td>
<td>-.11</td>
<td>0.02</td>
<td>0.17</td>
<td>0.26</td>
<td>0.37</td>
<td>0.49</td>
</tr>
</tbody>
</table>

Table 2: Sizes of interaction of stomach cancer and lung cancer with country

<table>
<thead>
<tr>
<th>Country</th>
<th>Stomach</th>
<th>Lung</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guatemala</td>
<td>7.7</td>
<td>-2.8</td>
</tr>
<tr>
<td>USA Whites</td>
<td>4.3</td>
<td>7.9</td>
</tr>
<tr>
<td>Canada</td>
<td>3.1</td>
<td>7.4</td>
</tr>
<tr>
<td>USA Non-white</td>
<td>2.1</td>
<td>7.0</td>
</tr>
<tr>
<td>Scotland</td>
<td>1.8</td>
<td>8.0</td>
</tr>
<tr>
<td>Denmark</td>
<td>0.5</td>
<td>7.2</td>
</tr>
<tr>
<td>Greece</td>
<td>2.7</td>
<td>-4.0</td>
</tr>
<tr>
<td>Cuba</td>
<td>3.1</td>
<td>-4.0</td>
</tr>
<tr>
<td>Spain</td>
<td>-1.9</td>
<td>-4.2</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>-1.4</td>
<td>-5.1</td>
</tr>
<tr>
<td>Hungary</td>
<td>-4.1</td>
<td>-1.0</td>
</tr>
<tr>
<td>Costa Rica</td>
<td>-4.4</td>
<td>-1.6</td>
</tr>
<tr>
<td>Austria</td>
<td>-4.5</td>
<td>-0.5</td>
</tr>
<tr>
<td>Japan</td>
<td>-8.2</td>
<td>-0.4</td>
</tr>
<tr>
<td>Chile</td>
<td>-13.0</td>
<td>-1.2</td>
</tr>
</tbody>
</table>
of cancer mortality rates, comparative conclusions are drawn by visual inspection, and results are presented by cancer site or by country. This makes comparisons between cancer sites, or between countries, difficult. They showed how countries, cancer sites, and trends can be analyzed simultaneously, using exploratory three-way techniques. A three-mode data set consisting of 17 tumour sites at each of 43 countries for a period of 9 years was analyzed. Kroonenberg et al. approximated the three-mode data set with a $2 \times 2 \times 1$ Tucker3 model which explained 51% of the total variation in data. Even though this application is presented here for illustrative purposes, it’s doubtful whether the explanation (i.e. 51%) given by the “core” is adequate. In cases like this, we see the importance of methodology to test the significance of the magnitude of the three-way interaction. An attempt has been made by Kroonenberg et al. to present results initially in an ANOVA, as for a non-replicated three-factor experiment. However, the F-ratios given are not exact, but pseudo values, for reasons given at the beginning of this paper. More work based on statistical approach is needed for conclusions in this context. Only summary results from the three-way approach are given here. Table 1 shows the coefficients of the single time component given by the Tucker3 analysis.

Note that there is an increasing time trend in Table 1. The coefficients of the time components contain information on the changes over years in the relationships between cancer sites and countries. In particular, an increasing linear trend indicates that the specific relationships are linearly increasing or decreasing over time; a positive value in the joint plot for sites and countries correspond to an increase, and a negative value, a decrease, over time. In making a joint plot, Kroonenberg et al. included only countries and sites with at least one inner product larger than 4.0. Table 2 shows sizes of interaction of stomach cancer and lung cancer with selected countries.

When entries of Table 2 are multiplied by corresponding elements of Table 1, one gets an approximation of the three-way interaction. By observing the interactions in Table 2 (or the corresponding joint plot which is not given here) one can say that mortality due to stomach cancer in Chile and Japan were more rapidly decreasing than in other countries. A similar but weaker trend was observed for Austria, Hungary, and Costa Rica. This was in addition to the general decreasing trend for stomach cancer. Further, Guatemala’s mortality rate due to stomach cancer was increasing. The three-way interaction also showed that mortality due to lung cancer was increasing in Scotland, USA, Canada, and Denmark.

2. Confirmatory

Wickremasinghe and Johnson analyzed data on hardness of gold fillings by 3 dentists, using each of 3 methods, for each of 4 types. They used Tucker3 model with $s = t = u = 1$. This model with single multiplicative term explained 92% of the residual variation. Marasinghe and Boik’s further confirmed that three-factor interaction in the assumed form is significant. The estimates of the parameters of the Tucker3 model using alternating least squares algorithm were,

$$
\hat{c} = -5.5269; \hat{g} = (-0.0706, 0.8363, -0.4172, -0.3485);
\hat{h} = (-0.2758, 0.8035, -0.5276);
$$

It was found that the hypothesis of the form

$$
H_0 : Sg = 0, Th = 0, \text{ and } Ue = 0,
$$

for

$$
S = \begin{bmatrix} 1 & 0 & -1 & 0 \\ 1 & 0 & 0 & -1 \end{bmatrix}, \ T = \begin{bmatrix} 1 & 0 & -1 \end{bmatrix}, \ U = \begin{bmatrix} 0 & 1 & -1 \end{bmatrix}
$$

and $U = \begin{bmatrix} 0 & 1 & -1 \end{bmatrix}$ was not rejected at 5% level. This means that the sub-area containing all combinations of ($Type_1$, $Type_3$, $Type_4$) $\times$ ($Method_1$, $Method_3$) $\times$ ($Dentist_2$, $Dentist_3$) is free of three-way interaction. Thus, there is only one observation, i.e. the value corresponding to the combination ($Type_2$, $Method_2$, $Dentist_1$) that causes three-way interaction in the data. After removing this observation, one could go ahead and analyze the usual way. Details could be found in Wickremasinghe and Johnson.

FUTURE WORK

This review mainly focuses on Tucker’s three-mode PCA, as this is the most general approach to analysis of three-mode data with one observation per cell. A majority of the work listed in Kroonenberg’s bibliography, is concerned with direct applications of Tucker3 analysis in an exploratory context. Very little has been done on
confirmatory type analyses. For example, most current methods deal with single multiplicative term explaining three-way interaction in non-replicated three-factor experiments. This is a special case of Tucker3 model with $s = t = u = 1$. Statistical methods are needed for cases beyond this. However, experience has shown that usually a good approximation to three-mode data can be achieved with a core of $2 \times 2 \times 2$ or less, in most cases. Exact statistical methods are needed to identify the correct model. Sometimes, three-way interaction, when present, is caused by just a few observations. When these are identified and removed, the resulting sub-area is free of three-way interaction. Methods based on exact use of alternating least squares approach, are needed for this process. Further, it would be worthwhile to investigate the relationship, if any, between the exploratory joint plot approach and the likelihood ratio approach, for determining the correct model for a sub-area of the three-mode data.
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